Determining The Probability of
Changing Grades from The
Mathematical Statistics II
Prerequisites Course Using The
Markov Chain Process

by I Putu Eka Suarsa

Submission date: 21-May-2024 02:28PM (UTC+0700)

Submission ID: 2384709306

File name: IJEL_-_VOLUME_3,_NO._2,_August_2024_page_37-43.pdf (335.42K)
Word count: 2823

Character count: 11306



International Journal of Education and Literature (IJEL) E- ISSN: 2829-6249
Amik Veteran Purwokerto i

https://ijelamikveteran.ac.id /index.php fijel /index B2 Sa3e6 050

Determining The Probability of Changing Grades from The Mathematical
Statistics II Prerequisites Course Using The Markov Chain Process

I Putu Eka Suarsa'*, Made Novita Dewi?, Ni Kade Hindu Pertiwi?®, Ulfatun Farika
Novitasarit, Dyan Ayu Wijayanti®, I Gusti Ayu Made Srinadi®, Made Ayu Dwi
Octavanny’

7 Mathematics Study Program, Universitas Udayana
Email: ekasuarsall @gmail.com”, mdnovita02@ gmail com?, kadekhindupertivi@ gmail .com?,
ulfarika23@gmail.com?®, divanavu81@ gmail com?®, srinadi @unud .ac.id®, octavanny@unud.ac id”

*Corresponding author: ekasuarsa3 ] @gmail.com

ARTICLEINFO ABSTRACT
Article history: Courses are a place for study material that must be studied by students and
Received: 30 April 2024 must be delivered by a lecturer. Courses are an important element in the
Accepted: 21 May 2024 smallest unit of student learning transactions, which are served by educational
Published: 31 August 2024 institutions to measure their achievement index. The course achievement

index is seen based on the value intervals set by the educational institution.
Udayana University is one of the educational institutions in Indonesia and is
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Sciences. The Udayana Univmy Mathematics Study Program has 8
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the purposes of having an achievement index is that it can be used in determine
the taking of prerequisite courses for other courses.
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BACKGROUND

Prerequisite courses are courses that must be taken before taking the courses that require
them. In this research, one course will be taken, namely Mathematical Statistics 2 as an
advanced course with Basic Statistics and Mathematical Statistics | as prerequisite courses.

Prerequisite courses are courses that must be taken before taking courses that require
them, where students can take one course more than once, which means that if a student gets a
C or D grade, they are given the opportunity to improve their grade in that course or can Also
immediately take courses that require it . In this case, students who initially geta C or D grade
still have the possibility of getting an E grade

In this case, the author is interested in knowing the Probability of Changes in Values
from the Prerequisite Course in Mathematical Statistics 2 with the Basic Statistics and
Mathematical Statistics 1 courses as the prerequisite courses. This research will use the Markov
Chain method to determine changes in prerequisite course grades for mathematical statistics II

Courses.




HEORETICAL BASIS
Markov Chain (Markov Chain)

Markov chains are a common mathematical technique used for modeling (modeling)
various systems and business processes. This technique can be used to anticipate future changes
in dynamic variables based on changes in dynamic variables in the past. This technology can
also be used to analyze events including the future mathematically.

Markov Chain Theory was first discovered by Andrey Andreyevich Markov in 1906. He
is a mathematician from Russia. He was a student of Chebysev, a person who was famous in
the world of probability because of the formula he had discovered.

stochastic { X,,process } is said to have Markov properties if for n = 0,1,2, ...that X,, =
ireason the process is said to be in state iat time n and is a random variable defined as a
squnce i, j,ig iy, . 04 then it applies:

Py = jlXo =i, Xy = iy o Xypg = i, X = 1} = Py = jIX, = 0}
For all possible values ofiy, iy, ...,1,_1,i,j € {0,1,2, ... }.
1. Markov Chain Assumptions
Markov chains have several basic assumptions that you need to know, namely:
I. The sum of state transition probabilities is 1.
II. The probability of an event in the future does not depend on past events, but only
depends on the probability of present events.
IlI. The value of the transition probability from one state to another is always stationary,
does not change with time.
2. Transition Probability
The Ensition probability of a markov is expressed as follows:
P{Xni1=jlXo=io, X1 =11, ., Xn1 =in_1,Xn =i} = P{Xnyy = jIXn =i}

It can be interpreted as follows. For a Markov chain, the conditional distribution of any
future state is , X,,,,provided that the previous state X;, X; ,..., X,,_;and the current state
X,have no influence on all previous states, and only affect the current state.

With the above assumptions, the Markov process must have a stationary transition
probability denoted by P;;, then the n-stage transition probability is denotey P;; where
n = 0,1,2,...,nso0 Pis the transition probability of a random variable X , from state i to
state j after n timc

Definition 2.1 A Markov chain X, is declared homogeneous if
Pni1 = jliXn =3 =Py =jlXn =i} =Py

With P; 2 0dan 372, P;j = lforallnandalli,j € {0,1,2...}
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3. One Step Transition Opportunities
If the Markov chain is P{X,,,, = j|X,, = i} = P;ja state space n = 0,1,2,.. }then the
value P;jis the probability that the state iwill then make a transition to the state j. Let P be

the transition probability matrix m X m, it can be written as follows:

P=
state 0 1 .- m
0 lP\JIJ PIJ 1 i PIJm
1 PU 1 Pl 1 s le
m Pon P .- Bum

The system is in state {at time n, so the system will process the state jat time n+1, ,

which means for every i,

i 6 |
D Py = Xy =1} =1

J=1

Nk

Py=1
1

=
]

4. Step Transition Opportunities
Defined for n step transition probability P;; (Mas the probability that the process is in
the statei will be in that &tc jafter n additional transit'an. So,
Pi™ = PXp1=jlXn =1} i,j €{012..}
Theorem
If P =32 o Py (")F;k(m)we denote n+m transition functions and n steps of a

markov, then

Proof:
i
P = > Plpn = j1Xo = i}
k=0

= Pl =) Xg = kiXy = 1}

C k=0
=) Plnim = J1Xn =k Xo = )P (X = KXy = 1}
k=0 -
= D Pt = X = 3P Xy = kIXo = )
k=0

= " Pl = jIXo = KPXy = kiXo = 3

o

Z Py 1 Py ()
k=0
Transition Opportunity Matrix
A Markov chain is a stochastic process { Xn,n=0,1, ... } which has a state space in
the form of a finite set or a numbered set. This is the result of the process of calculating on

closed and finite sets of nonnegative and finite zero values (Cahyandari, 2015). For example,
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at time n, the process is in state k, then it can be written Xn = k . What is meant by a stochastic
process is a collection of random variables with n representing the time index.

Dengan demmikian rantai Markov dapat dituliskan sebago benkut
Untuk semua & &,.... .k, . K, jdan semoe 020

Based on cquatiorﬁ), the conditional probability of all future events Xn +1, given past
events X 0,1, ... , Xn —1 and the current state Xn , is independent of past events, and only
dependent on present events. Chance Pjk is the chance of transition to state j given the current

state, which is state k. The following are properties possessed by Pj :

ﬁ Py,=LP,20,j=12,.,m
Hitting Time
There is A © Sa Hitting Time T, from A defined as:

" 7{min(n>D,XnEA);XnEA,n>D
4= w;XpgAn>0

with T,is the first positive time the Markov chain arrives at A
Theorem

If P™(x, y)the transition function has n steps of a Markov chain then:
.
Phxy) =) BTy =m)P" G yinz 1
m=1

Proof:

Note that the events : {Ty =m,X, = y], 1 < m < nare mutually exclusive events.

(X =} {?;f =ylu{n =2X,=yju.u{l,=nX, =y
= T =mX, —y}

Pr(ey) [Un T =m,X, —y}]
— ( JXn=J")

( =m)P(X, = y|X, = x,T, = m)

ywwé

( =m)PX, =ylXy =X, £y X, £y, Xy Y. X, =)
Pl =m) P )

The relationship between absorbing state and hitting time.

Lemma

If a is an absorbing state, thenP™(x,a) = P(T, <n),n =1

Proot:

If a state is absorbing, thenP™(a,a) = 1;1 <m<n

Based on the theorem above, for y = a, we obtain:
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- Z" P AT, =m) P"""(a, a)
m=1

> hm=m

P(x,a)

=PR(T,<n)
Note that:
P(T,=1) =AX =y
=P(xy)
P(T,=2) - P(X,=2X, =
b D = 2% =)
=), PEDPEy)

For larger n, use the formula:
21
R(Ty =g 1) =Z P(x,2)P(Ty =n)in=1
ZEY
The formula can be interpreted as follows:
Px(Ty =n+ 1) is the probability of a Markov chain starting from x reaching y in at least n+1

steps. This is the same as a chain starting from x reaching z in one step from z reaching y in n

steps, as long as z # y.

RESEARCH METHODS
Data source
This research uses data on student grades from the Mathematics study program, Faculty
of Mathematics and Natural Sciences, Udayana University for the courses used, namely Basic
Statistics, Mathematical Statistics 1, and Mathematical Statistics 2 classes from 2015 to 2019.
Data analysis
The analysis method in this research foll%s the following steps:
1. Form a table of the frequency of occurrence of grades A, B+, B, C+, C, D+, D, E in Basic
Statistics, Mathematical Statistics 1, and Mathematical Statistics 2 courses.
2. De ine the transition probability matrix from the table of the frequency of occurrence
of values A, B+, B, C+, C, D+, D. E in Basic Statistics, Mathematical Statistics 1, and

Mathematical Statistics 2 courses

RESULTS AND DISCUSSION
Formation of frequency count tables from student grade data for Basic Statistics,

Mathematical Statistics 1, and Mathematical Statistics 2 courses

g SM1
B+ B C+ C D+ D E Total
A 57 68 23 3 1 8] 0 1 153
B+ 21 44 20 13 7 4 3 0 112
B 4 33 12 1 3 8] 1 0 54
C+ 0 1 1 0 0 0 0 0 2
5D C 0 0 0 2 0 0 0 0 2
D+ o] 0 0 1] 0 8] 0 o] o]
D 0 0 0 0 0 8] 0 0 0
E 0 0 0 0 0 8] 0 0 0
Total 82 146 56 15 11 4 4 1 323
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E’ SM2
B+ B C+ C D+ D Total
A 61 20 1 0 0 0 a 0 82
B+ 30 80 23 8 4 ] 1 0 146
B 9 12 14 20 1 0 ] 0 56
C+ 0 3 5 10 1 0 a 0 19
SM1 C 0 a 3 5 1 1 1 0 11
D+ 0 o 0 3 1 0 o 0 4
o 0 o 0 3 1 0 o 0 4
E 1 0 0 0 0 0 0 1
Total 101 115 46 49 9 1 2 0 323

Form a transition opportunity matrix

To obtain the transition probability value from the frequency count table, the formula

n(4)
ns)’

isused P(A) =

A B+

A 0373
0188
B |0074
0,000
C {0,000
0,000
D {0000
E Loooa

And

A B+
A [0,744
0,205
B 0,161
C+ |0,000
C 0,000
0,000
D 0,000
E 1,000

M1

E
0tk
0393
0611
0,500
0,000
0,000
0,000
0,000

C
0,150
0,179
0,222
0,500
(0,000
0,000
0,000
0,000

B

0,244
0,548
0,214
0,158
0,000
0,000
0,000
0,000

0012
0158
0,250
0263
0273
0,000
0,000
0,000

SM1

+

0,020
0116
0,019
0,000
1,000
0,000
0,000
0,000

SM2
C+
0,000
0,055
0357
0526
0455
0,750
0,750
0,000

C
0,007
0,063
0,056
0,000
0,000
0,000
0,000
0,000

C
(0,000
0,027
0,018
0,053
0,001
0,250
0,250
0,000

D+

0,000
0,036
0,000
0,000
0,000
0,000
0,000
0,000

0,000
0,000
0,000
0,000
0,091
0,000
0,000
0,000

0,000
0,027
0,019
0,000
0,000
0,000
0,000
0,000

D+
0,000
0,007
0,000
0,000
0,091
0,000
0,000
0,000

D
0,007
0,000
0,000
0,000
0,000
0,000
0,000
0,000

D
0,000
0,000
0,000
0,000
0,000
0,000
0,000
0,000

so that the transition probability matrix is obtained as follows:

Based on this matrix, the probability that a student who gets an A in the Basic Statistics
course will get an A grade in the Mathematical Statistics I course is 0.373, and has a chance of
0.444 for a B+, 0.150 for a B, 0.020 for a C+, 0.007 for a C and 0.007 for E. The chance of a
student getting an A in Mathematical Statistics I and again getting an A in Mathematical
Statistics Il is 0.744, and has a chance of 0.244 and 0.012 to get a B+ and B.

Then, if a student gets a B+ grade in the Basic Statistics course, the chance of the student
getting an A grade in the Mathematical Statistics I course is 0.188 |, the chance of getting the
same grade is 0.393, the chance of getting a B grade is 0.179, a C+ grade is 0.116, a C grade
of 0.063, the D+ value is 0036 and the D value is 0.027. If a student gets a B+ in the
Mathematical Statistics [ course then the chances of getting A, B+, B, C+, C, and D in the
Mathematical Statistics II course are 0.205,0.548, 0.158, 0.055,0.027 and 0.007

If a student gets a B grade in the Basic Statistics course, the chances of the student
getting A, B+, B, C+, C, and D grades in the Mathematical Statistics I course are 0.074, 0.611,
0.222,0.019,0.056,and 0.019.If a student gets a B in the Mathematical Statistics I course, the
chances of getting an A, B+, B, C+, and C in the Mathematical Statistics 11 course are 0.161,
0.214,0.250,0.357, and 0.018.
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CLOSING

From the research conducted, it can be concluded that the chance of a student getting
an A grade when they get a grade below B is very small or even non-existent. However, when
you get an A, the chances of getting a grade other than A are quite large. So that the score

obtained from Basic Statistics can influence the score obtained in Mathematics Statistics II.

BIBLIOGRAPHY

Cahyandari, R. (2015). Study of point process formation using a counting size approach.
Journal of Islamic and Technology Studies (ISTEK), Faculty of Science and
Technology, State Islamic University.

Lefebvre, M., & Kounta, M. (2011). FirstgEjting problems for Markov chain that converge to
a geometric Brownian motion. International Scholarly Research Network ISRN
Discrete Mathematics.

43




Determining The Probability of Changing Grades from The
Mathematical Statistics II Prerequisites Course Using The
Markov Chain Process

ORIGINALITY REPORT

17. 13,  11% 10«

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS STUDENT PAPERS

PRIMARY SOURCES

Submitted to Universitas Palangka Raya 20/
0

Student Paper

.

Submitted to Sim University 2y
0

Student Paper

=)

dspace.gazi.edu.tr 1
Internet Source %

e

Muhammad Nusran, Susi Susanti, 1 o
Dirgarahayu Lantara, Ismail Suardi Wekke. °
"Management Analysis Of Hijab Users' Style

Change By Using The Marcov Chain Method

(A Case Study On The Students Of Indonesian

Muslim University)", IOP Conference Series:

Earth and Environmental Science, 2018

Publication

-~

"AC-CS2-PC-20.pdf", ActEd 1 o
0

Publication

e

Submitted to State Islamic University of 1 Y
0

Alauddin Makassar
Student Paper



=

ijel.amikveteran.ac.id

Internet Source

(K

math.unud.ac.id

Internet Source

(2

WWW.coursehero.com

Internet Source

(K

—_
()

deposit.e-mengine.com

Internet Source

(K

—
—

Longquan Yong, Sanyang Liu, Jianke Zhang,
Quanxi Feng. "Theoretical and Empirical
Analyses of an Improved Harmony Search
Algorithm Based on Differential Mutation
Operator", Journal of Applied Mathematics,
2012

Publication

(K

—_
N

publications.polymtl.ca

Internet Source

(K

Sstit)nmigred to University at Buffalo <1 o
SStLlij)nrtT;;EE:ed to Ain Shams University <1 o
Cmntre <1
e era e <1y




www.hkeaa.edu.hk

Internet Source <1 %
zolodoc.com

Internet Source <1 %
docplayer.net

IntermgSoE/rce <1 %
s3.studentvip.com.au

Internet Source p <1 %
ActEd

Publication <1 %

M. A. BARCO. "Solvable structures and their <1

o , %

application to a class of Cauchy problem",
European Journal of Applied Mathematics,
2002
Publication

Mario Lefebvre, Moussa Kounta. "First Hitting <1 o

Problems for Markov Chains That Converge
to a Geometric Brownian Motion", ISRN
Discrete Mathematics, 2011

Publication

Exclude quotes Off Exclude matches Off
Exclude bibliography Off



